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July 1, 2021 

 

Board of Governors of the Federal Reserve System 

Consumer Financial Protection Bureau 

Federal Deposit Insurance Corporation 

National Credit Union Administration 

Office of the Comptroller of the Currency 

(Collectively, the “Agencies”) 

 

Re: Request for Information and Comment on Financial Institutions’ Use of  

Artificial Intelligence, including Machine Learning 

 

To: The Agencies 

 
Texas Appleseed is a public interest justice center working to change unjust laws and policies that 

prevent Texans from realizing their full potential. Working with pro bono partners and collaborators, 

Texas Appleseed develops and advocates for innovative and practical solutions to complex issues. As 

part of its work, Texas Appleseed also conducts data-driven research to better understand inequities 

and identify solutions for concrete, lasting change. Texas Appleseed is part of a non-profit network 

of 17 justice centers in the United States and Mexico.  

Through its Fair Financial Services Project, Texas Appleseed is a state leader in advocating for fair 

market practices across many financial services areas, including reforming payday and auto title 

lending, expanding protections for victims of financial abuse, and upholding fair debt collection 

practices. 

Texas Appleseed supports and signed onto the letter submitted by the National Fair Housing 

Alliance and other civil rights, consumer, and technology advocates. 

 

In addition to the important standards and fair lending accountability for financial institutions 

using AI that are detailed in the above mentioned letter, we urge the Consumer Financial 

Protection Bureau and other federal agencies, as applicable, to use authority over nonbank credit 

providers to apply AI standards and oversight developed for financial institutions across all 

consumer credit markets where the agencies have authority.1  

 

                                                
1 Some fintech lenders also have expressed a desire to avoid disparate impact in their use of AI and machine 

learning models for loan underwriting.  See, for example, “Statement on Request for Guidance on Implementation of 

Disparate Impact Rules under ECOA,” submitted on June 29, 2021 to the Consumer Financial Protection Bureau.   

https://ncrc.org/statement-on-request-for-guidance-on-implementation-of-disparate-impact-rules-under-ecoa/
https://ncrc.org/statement-on-request-for-guidance-on-implementation-of-disparate-impact-rules-under-ecoa/
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State-licensed nonbank credit providers often target low-income communities and communities 

of color with high-cost loans. It is essential to apply the same level of scrutiny to their use of AI 

in loan underwriting and marketing, to ensure fair lending compliance and non-discriminatory 

and equitable outcomes for borrowers. 

 

 

Background 

 

State licensed nonbank credit providers form a significant part of the credit ecosystem. In Texas 

in 2019, licensees of the Texas Office of Consumer Credit Commissioner originated 16.36 

million loans, amounting to over $25 billion in new loans.  

 

Texas Office of Consumer Credit Commissioner Licensees 

2019 New Loan Volume for Regulated Lenders 
 

Number of Loans         Dollar Value of Loans 

Chapter 342-E (Finance Companies) 795,552 $4,451,851,105 

Chapter 342-F (Finance Companies 

with Loan Amounts Capped at 

$1,480 or less) 

3,426,376 

$2,478,462,458 

Home Equity Loans – 1st Lien 15,840 $3,144,035,892 

Chapter 346 – Revolving Credit 

Accounts 
13,503 

$86,689,875 

Chapter 348 – Motor Vehicle Sales 

Finance 
348,897 

$10,833,024,909 

Chapter 345 – Retail Installment 

Sales/Contracts 
1,803,023 

$1,010,461,492 

Chapter 347 Loans – Manufactured 

Housing 
9,121 

$635,765,776 

Single Payment Payday Loans 958,512 $436,170,217 

Installment Payday Loans 1,297,661 $820,390,197 

Single Payment Auto Title Loans 150,496 $218,630,628 

Installment Auto Title Loans 165,869 $207,853,325 

Pawn Loans 7,373,149 $1,012,421,749 

TOTAL 16,357.999 $25,335,757,623 

Source: Texas Office of Consumer Credit Commissioner, 2019. 

https://occc.texas.gov/publications/activity-reports
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State licensed lenders tend to offer higher cost loans and often target subprime borrowers. 

Among Texas state licensees for non-housing related loans, maximum annual percentage rates 

range from 18% to uncapped annual percentage rates for payday and auto title loans (averaging 

400% APR and higher).2  

 

Data from the Urban Institute examining credit scores before and during the COVID 19 

pandemic, show that communities of color in Texas are disproportionately impacted by higher 

costs in the subprime market.3 The 2019 FDIC Survey of Household Use of Banking and 

Financial Services found that though Black and Latino households in Texas comprised 45% of 

all households in the state, they made up 71% of households using auto title loans and 74% of 

households using payday loans.4  

 

 
Source: Texas Appleseed analysis of the 2019 FDIC Survey of Household Use of Banking and Financial Services 

 

Fintech consumer lenders are making up a growing share of state licensed consumer lenders. 

One estimate from 2019 found that fintech lenders comprised 38% of the unsecured consumer 

credit market, up from 5% in 2013.5 Going hand in hand with the expansion of fintech is the use 

of alternative data and machine learning for loan underwriting, including the use of internet 

“breadcrumbs,” from individuals’ online footprints, such as browsing activity and social media 

engagement.6 It is essential to expand oversight of such models to ensure that they do not violate 

fair lending laws or disproportionately funnel certain people or communities into higher cost 

loans. 

 

                                                
2 Texas Office of Consumer Credit Commissioner, 2020 Report on the Availability, Cost, Quality, and Pricing of 

Certain Financial Services and Consumer Loan Products (Dec. 1, 2020). 
3 Urban Institute, “Credit Health During the COVID-19 Pandemic,” (Feb. 25, 2021) 
4 2019 FDIC Survey of Household Use of Banking and Financial Services, FDIC (2019). 
5 Eldar Beiseitov, “Unsecured Personal Loans Get a Boost from Fintech Lenders,” (July 16, 2019) 
6 Id. 

https://occc.texas.gov/sites/default/files/uploads/pub/2020_study_consumer_loan_products.acc_.pdf
https://occc.texas.gov/sites/default/files/uploads/pub/2020_study_consumer_loan_products.acc_.pdf
https://apps.urban.org/features/credit-health-during-pandemic/
https://economicinclusion.gov/surveys/place-data.html?where=Texas&when=2019
https://www.stlouisfed.org/publications/regional-economist/second-quarter-2019/unsecured-personal-loans-fintech
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A Texas Appleseed study, released in April of 2021, Texas at a Crossroads: Protecting Privacy 

and Civil Rights, includes an overview of cases where online data, that should be protected, but 

is not currently in Texas under either state or federal law, is used to support discriminatory 

lending practices. The study is included as an attachment to this comment letter. Among the 

cases highlighted in the study are 2019 charges filed against Facebook by the US Department of 

Housing and Urban Development alleging discrimination in housing advertising, using 

prohibited factors to tailor who would see a particular ad.7 The same dynamics could be, either 

deliberate or inadvertently, built into the marketing of loan products and the development of 

lending models based on alternative data. Under the current system, those models are often black 

boxes, with limited or no transparency to the end user or often even to regulators.   

 

The use of AI and big data by financial institutions and other lenders could encourage greater 

inclusion, making credit available to those with thin files or lower credit scores.  For instance, 

alternative data such as real-time cash flow data or nonfinancial information could encourage a 

lender to provide affordable credit to a borrower who has been funneled to high-cost in the past.  

On the other hand, using a broad range of non-traditional data, including social media and other 

online activity, may intrude on the borrower’s personal privacy or further entrench racial or other 

biases in our lending markets.  Should a borrower’s creditworthiness be associated with social 

media data, such as “likes,” posts, and the size and composition of social networks?8 What 

should the trade-off be between consumer privacy vs. lender profit in credit markets? 

Some have argued that all data is credit data.9  Data-driven insights from algorithmic credit 

scoring empower lenders to discover more about consumers than consumers know about 

themselves.  With big data, companies may now know what borrowers have bought across many 

platforms, what they paid, and their up to the minute personal financial situation.  A lender can 

use this detailed data to offer a loan at a higher rate to those who may appear to be difficult 

financial circumstances based on assumptions or data points in a particular credit scoring 

algorithm. Allowing companies to use this asymmetric information without borrower knowledge 

or control opens up problematic issues with privacy concerns, an inability to discover and correct 

false data, and the possibility of further entrenching bias in the system, among others. 

Consumers often know that personal data is being vacuumed up by companies, sold to the 

highest bidder, and used in ways they cannot control. In particular, a recent survey found that 

lower income people feel that they are targeted online.  Of those making $20,000 or less, 60% 

say they are very concerned with having their financial data lost or stolen, compared to 38% of 

those making over $100,000.  Over 50% of lower income people who were surveyed say that 

they do not know what information is being collected and how it is used, versus 37% of those 

with a high income.10  Is this “digital inequality” just the risk that consumers, specifically less 

well-to-do consumers, must take to participate in our online economy?   

                                                
7 HUD Charges Facebook With Housing Discrimination Over Company's Targeted Advertising Practices, from the 

U.S. Department of Housing and Urban Development (HUD) March 28, 2019 press release 
8 Nikita Aggarwal, THE NORMS OF ALGORITHMIC CREDIT SCORING | The Cambridge Law Journal | 

Cambridge Core  (March 2021). 
9 Mikella Hurley and Julius Adebayo, "CREDIT SCORING IN THE ERA OF BIG DATA" by Mikella Hurley and 

Julius Adebayo (yale.edu)  Yale Journal of Law and Technology, Vol. 18 (2017), Iss. 1, Art. 5. 
10 Mary Madden Privacy, Security, and Digital Inequality (datasociety.net) (September 2017). 

https://www.texasappleseed.org/sites/default/files/Texas%20at%20the%20Crossroads%20-%20Protecting%20Privacy%20and%20Civil%20Rights%20Report.pdf
https://www.texasappleseed.org/sites/default/files/Texas%20at%20the%20Crossroads%20-%20Protecting%20Privacy%20and%20Civil%20Rights%20Report.pdf
https://archives.hud.gov/news/2019/pr19-035.cfm
https://www.cambridge.org/core/journals/cambridge-law-journal/article/abs/norms-of-algorithmic-credit-scoring/23C9802EEA5EC6F6872512CB7AABC793
https://www.cambridge.org/core/journals/cambridge-law-journal/article/abs/norms-of-algorithmic-credit-scoring/23C9802EEA5EC6F6872512CB7AABC793
https://www.cambridge.org/core/journals/cambridge-law-journal/article/abs/norms-of-algorithmic-credit-scoring/23C9802EEA5EC6F6872512CB7AABC793
https://digitalcommons.law.yale.edu/yjolt/vol18/iss1/5/?utm_source=digitalcommons.law.yale.edu%2Fyjolt%2Fvol18%2Fiss1%2F5&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.law.yale.edu/yjolt/vol18/iss1/5/?utm_source=digitalcommons.law.yale.edu%2Fyjolt%2Fvol18%2Fiss1%2F5&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.law.yale.edu/yjolt/vol18/iss1/5/?utm_source=digitalcommons.law.yale.edu%2Fyjolt%2Fvol18%2Fiss1%2F5&utm_medium=PDF&utm_campaign=PDFCoverPages
https://datasociety.net/wp-content/uploads/2017/09/DataAndSociety_PrivacySecurityandDigitalInequality.pdf
https://datasociety.net/wp-content/uploads/2017/09/DataAndSociety_PrivacySecurityandDigitalInequality.pdf
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In sum, AI and big data could enable firms to broaden access to low-cost credit options, but these 

technological advances also give firms new opportunities to abuse borrowers. Using massive 

troves of detailed, personal information collected and analyzed to the lender’s advantage could 

result in fair lending violations and of targeting certain communities with high-cost loans. 

Without clear standards in place and active examinations, legal violations and inequitable 

outcomes could go unnoticed. 

Recommendations and Conclusion 

We offer our support to the recommendations in the letter from the National Fair Housing 

Alliance and other civil rights, consumer, and technology advocates referenced in the 

introduction of this letter. We would like to add three additional recommendations:  

1. AI standards and oversight adopted for financial institutions also should be made

applicable to state licensed nonbank lenders where the Consumer Financial Protection

Bureau or other federal agency has regulatory authority;

2. The examination of AI use should ensure that financial institutions and other lenders

comply with nondiscrimination and fair lending requirements, even though complex

models may deter explainability to borrowers, regulators, and the firm itself; and

3. Given the intensive use of personal data in AI modeling, firms should protect consumer

privacy rights by, as a starting point, adhering to the DOJ’s “Fair Information Practice

Principles.”11 The Principles are based on the fair and lawful collection of data with the

knowledge and consent of the borrower – that consumers have the right to decide whether

data may be collected and the right to know what data are being collected and how it will

be used.

Thank you for considering our comments. This RFI is extremely important and we hope the 

information will be used as a means to support and enhance fair lending and equitable outcomes 

for individuals and communities. 

Sincerely, 

Ann Baddour 

Director, Fair Financial Services Project 

11 US Department of Justice Privacy Act of 1974 (justice.gov)  summarized by the International Association of 

Privacy Professionals Fair Information Practice Principles (iapp.org). 

https://www.justice.gov/opcl/privacy-act-1974
https://www.justice.gov/opcl/privacy-act-1974
https://iapp.org/resources/article/fair-information-practices/
https://iapp.org/resources/article/fair-information-practices/


TEXAS AT THE CROSSROADS 
Protecting Privacy and Civil Rights

April 2021
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Executive Summary

The absence of a robust, uniform approach to data privacy in the US is highlighted by news stories and first-hand accounts 
detailing the fallout of the collection, use, and sale of a wide range of personal data. The use of this personal data is always 
intrusive and often discriminatory, resulting in a host of inequities and abuses based on factors such as race, gender, sexual 
orientation, demographics and biometrics, political opinions, health status, geolocation, browsing habits, social networks, 
tagged photos, and a multitude of other indicia.  

The situation in Texas mirrors that of the US as a whole.  

Increasing access to and use of technology for communications and commerce is fueling debates as to a proper course 
of action: stem the tide or watch as the tsunami erodes the privacy and civil rights so fundamental to our democratic 
underpinning. While this struggle at the intersection of privacy and civil rights is not new, recent events have laid bare the 
egregious exploitation of personal data. 

While the US has a smattering of lackluster and generally unenforced privacy statutes, some states, including Texas, are 
considering or taking steps to protect the personal information of their citizens. In the 2019 legislative session, the Texas 
Legislature established the Texas Privacy Protection Advisory Council to study data privacy laws in Texas, other states, 
and relevant foreign jurisdictions. The Council issued a report in September 2020, with general recommendations for future 
proposed privacy legislation. In the 2021 session, bills have been introduced to protect personal data held by public and 
private entities. 

How does the lack of privacy protection impact Texans?  

Data collected by companies is used to influence consumer behavior, control access to opportunities, and impose financial 
burdens on all of us – including those most vulnerable to this digital sleight of hand. Real-time bidding in advertising, predatory 
loan pricing, resume-sorting, and facial recognition are just some of the ways your data can be used against you.

What’s wrong with existing laws? They are widely recognized as obsolete and seldom enforced.

How can Texas do its part to remedy the situation? We recommend a three-pronged approach: legislation, rulemaking, and 
enforcement. First, pass a state privacy bill that clearly defines rights for consumers as well as requirements for businesses, 
embedding civil rights protection directly into the bill. Second, bring citizens, companies, and the state to the table to develop 
effective regulations. Third, demand vigorous enforcement.

Texas can and should implement meaningful privacy protections.  

SB 16 prohibits the disclosure of personal data by the state of Texas. HB 3741 gives Texas residents the right to know, 
access, and delete their personal information, as well as the right to correct inaccurate information. While each of these 
measures could be improved, the basic principles of ensuring data control and privacy for Texans are important. 

HB 3741 is a step in the right direction, requiring companies to specify — before any information is gathered — what data is 
collected, how the data is processed, and who has access to the data. We do recommend three additions: 

• Allow consumers to opt out of the sale of their data to third parties, 
• Forbid companies from retaliatory measures when citizens exercise their privacy rights, and 
• Include a strong statement that protected class variables not be used to discriminate against Texans.

As the Texas Privacy Protection Advisory Council declared last year, “Texans have the right to know how their personal 
information is being used and the Legislature should consider ways to strengthen that right.” It is time for the legislature to 
prioritize privacy and civil rights.  
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Introduction

Aliyah and Amy were roommates in college. After graduation, they both moved to Dallas and started their careers. With work 
and their new lives, they drifted apart but kept up on Facebook. A few years later, both wanted to buy a home. Aliyah, who is 
Black, got together with Amy, who is white, for lunch to talk about their house hunting experiences. As they talked, Aliyah said 
all the online ads she sees are for homes in predominantly African American neighborhoods. Amy was surprised and said she 
sees online ads for a wide range of neighborhoods. They wondered why.

The reason is fairly simple. Facebook “collects millions of data points about its users, draws inferences about each user based 
on this data, and then charges advertisers for the ability to micro-target ads to users based on [Facebook’s] inferences about 
them.”1 The Department of Housing and Urban Development brought a suit against Facebook for violating the Fair Housing 
Act, specifically for targeting users based on their personal characteristics, including race, religion, sex, familial status, national 
origin, or disability. 

Two questions come to mind. How can Facebook gather such detailed personal data? Why is Facebook allowed to offer 
discriminatory advertising?

The intersection of privacy and civil rights

“Texas does not have a privacy law that applies to private companies and specifically addresses online privacy,” according to 
Bart Huffman, University of Texas at Austin law professor.2 And at the federal level, the US does not have a comprehensive 
privacy law that governs the collection, use, and sale of consumer information. Laws exist for specific sectors, such as 
financial and healthcare data, as well as protecting children online. But Daniel Solove and Paul Schwartz, law professors at 
George Washington University Law School and University of California, Berkeley, respectively, describe US privacy statutes as 
a “fragmented, inconsistent patchwork of laws.”3

Beyond privacy concerns, your own personal data might be used against you, as the Facebook discrimination lawsuit shows. 
Agencies protecting privacy rarely consider protecting civil rights. Agencies protecting civil rights rarely consider protecting 
privacy. Consumer privacy advocates recommend directly connecting privacy protection with civil rights protection.4

1 HUD Charges Facebook With Housing Discrimination Over Company's Targeted Advertising Practices, from the U.S. Department of Housing and Urban 
Development (HUD) March 28, 2019 press release.
2 Texas - Data Protection Overview. Huffman, Bart et. al. (Reed Smith LLP UK), published by OneTrust DataGuidance (June 2020). 
3 ALI Data Privacy: Overview and Black Letter Text (January 24, 2020). UCLA Law Review, Vol. 68, 2020, available at: https://ssrn.com/abstract=3457563 
or http://dx.doi.org/10.2139/ssrn.3457563.
4 Bridging the Gaps: A path forward to federal privacy legislation. Kerry, Cameron et. al., published by the Brookings Institution (June 2020).
5 Texas Privacy Protection Advisory Council Issues Interim Report. Stauss, David, published by Husch Blackwell LLP (September 13, 2020).
6 “California’s Privacy Law Goes Into Effect Today. Now What?” Edelman, Gilad, published in WIRED (January 1, 2020). 
7 The California Privacy Rights Act of 2020, provisions in an HTML form by the International Association of Privacy Professionals (IAPP). 

Some states, including Texas, have started to show an interest in protecting the personal information of its citizens. In 
the 2019 session, the state legislature set up the Texas Privacy Protection Advisory Council to study data privacy laws 
in Texas, other states, and relevant foreign jurisdictions. The Council issued a report in September 2020, with general 
recommendations for future proposed privacy legislation.5 In the 2021 session, bills have been introduced to protect personal 
data held by public and private entities; these will be discussed later.

California was the first state to enact a comprehensive data privacy law, the California Consumer Privacy Act (CCPA), in 
2018,6 with further changes in 2020.7 These reforms address two key principles regarding data privacy: the “right to know” 
and the “right to say no.” That is, consumers should know what personal data companies collect and should be able to say 
no to the sale of their data.  

“
At its core, privacy is “controlling how personal information is used and ensuring  

that this information is not used against the interests of individuals.4

Cameron F. Kerry, Distinguished Visiting Fellow - Governance Studies, Center for Technology Innovation, Brookings “

1

https://archives.hud.gov/news/2019/pr19-035.cfm
https://ssrn.com/abstract=3457563
http://dx.doi.org/10.2139/ssrn.3457563
https://www.bytebacklaw.com/2020/09/texas-privacy-protection-advisory-council-issues-interim-report/
https://www.wired.com/story/ccpa-guide-california-privacy-law-takes-effect/
https://thecpra.org/


Fintech Lending Utilizing Alternative Data May Lead to Racial Biases in Loan Pricing

Did a friend default on a loan? It might hurt your 
own chances of receiving a loan. Fintech lenders 
— financial technology firms offering loans online 
— have transformed financial services over the 
last ten years. They collect a wide variety of data 
on potential borrowers, including “alternative 
data” like social network connections, exchanged 
messages, tagged photos, browsing habits, 
searches, and geolocation data from mobile 
phones.12 Then, algorithms use those factors to 
estimate creditworthiness.

Real Time Bidding in Advertising Can Push Some Towards Inferior or Over-Priced Products
 
Type “car parts” into Google. Several of the 
first few search results will be ads, delivered 
based on algorithmic decisions. The algorithm 
decides, based on each person’s digital dossier 
— demographic and biometric information, 
including age, gender, race, location, and more 
— if a person fits the desired target audience 
at a reasonable cost to an advertiser. Then, the 
system presents a targeted ad. Advertisers call 
this “real time bidding.” In Europe, which has 
stronger privacy laws than the US, Google has been fined for “illegally collecting and bartering in special category data” which 
can include a person’s race, sexuality, health status or political opinions.11 This same bidding process happens here, but it is 
currently legal in the US.

Companies use all the data they collect to influence behavior, encouraging people to buy something or do something.  
Although legal, this activity can violate a fundamental human right: privacy.8 Currently, Texans have minimal control over what 
data is collected about them online or how that data is used. Moreover, such uses of personal data can be discriminatory,9 
resulting in loss of job opportunities based on gender, higher insurance rates based on sexual orientation or gender identity, or 
higher loan rates based on certain residential zip codes. 

8 “Privacy is a Human Right – It Can’t Be Bought or Sold - Consumer Federation of America.” Grant, Susan (CFA Director of Consumer Protection and 
Privacy), published by the Consumer Federation of America (CFA) (December 17, 2019). 
9 “COMPREHENSIVE FEDERAL PRIVACY LEGISLATION: Discriminatory Data Practices.” Published by the Center for Democracy & Technology  
(January 30, 2019).
10 “Big Data: A tool for inclusion or exclusion? Understanding the issues.” Published by the Federal Trade Commission (January 2016).
11 “Adtech industry operating illegally, rules UK regulator.” Murgia, Madhumita, published by the Financial Times (June 20, 2019).
12 “Request for Information Regarding Use of Alternative Data and Modeling Techniques in the Credit Process.” A notice published by the Federal Register 
(February 2, 2017).

During COVID, far fewer than 10% of Americans downloaded a contact tracing app. The University of 
Michigan found that, "concern about privacy is one of the things that's suppressing adoption."

Christian Sandvig, Dir., Center for Ethics, Society, and Computing
Time, November 10, 2020

“
Under data protection law [in Europe], using people’s 
sensitive personal data to serve adverts requires their 
explicit consent, which is not happening right now.11

Simon McDougall, Ex. Dir., Tech. and Innov.,  
Information Commissioner’s Office “

“ Machine learning algorithms that sift through vast 
amounts of data could unearth variables that predict 
the consumer’s likelihood of default (or other relevant 
outcomes), but are also highly correlated with race, 
ethnicity, sex, or some other basis protected by law.

Consumer Financial Protection Bureau | “Alternative Data &  
Financial Access: The Good, the Bad, and the Ugly” “

Many online business decisions — who sees a particular job posting, who receives a better insurance rate, or who is offered a 
higher-cost loan — are made by algorithms. Think of algorithms as a recipe; a set of rules to be followed to solve a problem.  
While algorithms may sound objective, they can be biased. In its 2016 report on Big Data, the Federal Trade Commission 
(FTC) suggested that unchecked data processing and algorithmic decision making can amplify discrimination based on 
protected characteristics such as race, gender, and sexual orientation.10 Not much has changed since that report.

Below are few examples of how civil rights might be violated because of weak privacy regulations.
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How does the lack of privacy protection impact Texans?

https://consumerfed.org/privacy-is-a-human-right-it-cant-be-bought-or-sold/
https://cdt.org/wp-content/uploads/2019/01/2019-01-30-CDT-Baseline-Discriminatory-data-practices-one-pager-2.pdf
https://www.federalregister.gov/documents/2017/02/21/2017-03361/request-for-information-regarding-use-of-alternative-data-and-modeling-techniques-in-the-credit
https://time.com/5905772/covid-19-contact-tracing-apps/
https://medium.com/@gomedici/alternative-data-financial-access-the-good-the-bad-and-the-ugly-19442843b780
https://medium.com/@gomedici/alternative-data-financial-access-the-good-the-bad-and-the-ugly-19442843b780


Rejections by Algorithm Can Perpetuate Pre-existing Biases and Systemic Discrimination

Amazon receives hundreds of resumes every month from engineers, but only hires a few. How do they cull through these 
resumes efficiently to identify the best ones to hire? They hit upon the idea of using data from existing employees to “train” 
an artificial intelligence (AI) system.13 Resumes contain information such as the university attended, major, grade point 
average, and social activities, such as clubs and sports. Employees also had performance ratings from the company on a 
scale of 1 to 5 indicating how successful they had been with Amazon. The new AI system identified resume characteristics 
related to employees who earned higher performance ratings. Resumes of new applicants were run through the system and 
assigned an estimated rating on a scale of 1 to 5. The system was appealing because it saved time for the human resources 
department and seemed, on its face, to be objective. But, Amazon noticed a problem. Since the pool of existing employees 
was predominantly male, the applicants receiving top ratings by the algorithm were men. The system rarely rated female 
applicants highly because they attended different schools and participated in different social activities compared to the stars in 
the original employee data set. Instead of creating an objective standard, the system perpetuated the lack of diversity among 
current employees by exhibiting bias against women. Amazon dropped the system, but nothing stops other companies from 
using similar algorithms.

Facial Recognition Software Can Be Spotty in Its Spotting

Joy walked up to the facial scanner at her new 
employer’s entrance. She smiled and waited 
for the door to unlock once it recognized her, a 
young Black woman. But it didn’t work.  What 
happened? Facial analysis programs tend to be 
accurate, with less than a 1% error rate when 
scanning white males. But the error rate can 
exceed 34% for Black women.14 Facial recognition 
software “learns” by looking for patterns in huge 
training sets, thousands of pictures of faces versus 
other objects. In the case of her company, the 
training and testing were flawed and biased due to 
a small number of female faces and a small number of faces from different racial and ethnic backgrounds.  

One US software company has amassed a database of over three billion images, mainly scraped from the internet. Law 
enforcement agencies buy access to the system to identify suspects.15 Accuracy and biases have not been tested by an 
objective third party and there are few guardrails to protect privacy and civil liberties around facial recognition. The expanded 
use of these systems, in particular by law enforcement, could lead to misidentifying people who are not white and male, 
potentially furthering discrimination and racial profiling. 

 13 “Amazon scraps secret AI recruiting tool that showed bias against women.” Dastin, Jeffrey, published in Reuters (October 10, 2018).
 14 “Study finds gender and skin-type bias in commercial artificial-intelligence systems.” Published by Massachusetts Institute of Technology’s MIT News  
(February 11, 2018). 
15 “The Secretive Company That Might End Privacy as We Know It.” Hill, Kashmir, published in The New York Times (Jan. 18, 2020, and updated March 18, 
2021).

On the one hand, considering alternative data may expand low-cost lending to borrowers with limited credit histories. On 
the other, lax standards for data collection and usage may enable predatory lending practices, leading to over-charging of 
desperate borrowers or borrowers residing in particular zip codes. These black box algorithms make it nearly impossible 
for individuals to control how personal data is used or to understand necessary steps to access credit at a lower cost. The 
algorithms also could conceal practices that have discriminatory effects.

“
Critics of AI acknowledged it could be exceedingly difficult to sue an employer over automated 

hiring: Job candidates might never know it was being used. 13

Rachel Goodman, ACLU “

“ It forces you to violate their privacy (by not asking for 
consent)… to build something that likely will function 

in ways you can’t even predict. That’s really the 
nature of where we’re at.  

“Deborah Raji, MIT Technology Review
This is how we lost control of our faces | MIT Technology Review
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Why don’t existing laws protect privacy and stop online discrimination?

Over twenty years ago, the US enacted federal laws that protect privacy in specific sectors. But that was long before the 
internet of today. For example: 

• The Health Insurance Portability and Accountability Act of 1996 (HIPAA) requires written authorization before a  
health care provider, health care clearinghouse, or health plan can use an individual’s health information for  
marketing purposes.16

• The Gramm-Leach-Bliley Act of 1999 (GLBA) applies to sharing and disclosure of nonpublic personal information  
by financial institutions and entities that receive such information from financial institutions.17

And the “granddaddy” of them all, the Federal Trade Commission Act, was enacted in 1914.18 Much of our privacy regulation 
rests on Section 5 of that Act, which prohibits unfair or deceptive acts or practices in or affecting commerce.19 However, the 
FTC traditionally has limited its privacy enforcement actions to an entity’s violation of its own written privacy policy.20

16 HEALTH INSURANCE PORTABILITY AND ACCOUNTABILITY ACT OF 1996. The Office of Assistant Secretary for Planning and Evaluation. (August 21, 
1996).
17 GRAMM–LEACH–BLILEY ACT. Public Law 106–102, 106th Congress (November 12, 1999).
18 15 U.S.C. CHAPTER 2, SUBCHAPTER I: FEDERAL TRADE COMMISSION.
19 “Section 5 of the FTC Act: principles of navigation.” Ohlhausen, Maureen K., published by the Journal of Antitrust Enforcement, (2013), pp. 1–24, 
doi:10.1093/jaenfo/jnt013 (October 18, 2013).
20 “Consumer Privacy: Changes to Legal Framework Needed to Address Gaps.” GAO-19-621T. Statement of Alicia Puente Cackley, Director Financial 
Markets and Community Investment, published by the U.S. Government Accountability Office (June 11, 2019). 
21 “Consumer Privacy Framework Needs to Reflect Changes in Technology and the Marketplace.” GAO-13-663. Published by the U.S. Government 
Accountability Office (September 2013)
22 “Facial Recognition Technology: Commercial Uses, Privacy Issues, and Applicable Federal Law.” GAO-15-621. Published by the U.S. Government 
Accountability Office (July 2015).
23 “Internet Privacy: Additional Federal Authority Could Enhance Consumer Protection and Provide Flexibility.” GAO-19-52. Published by the U.S. Government 
Accountability Office (January 2019). 
24 “Consumer Data Protection: Actions Needed to Strengthen Oversight of Consumer.” GAO-19-196. Published by the U.S. Government Accountability Office 
(February 2019).
25 Consumer Privacy  GAO-19-621T
26 “Majority of US states interested in probe of Google, other tech giants.” Swift, Mike, published by MLex News Hub (September 3, 2019).

In a 2020 survey, the Internet Association, a lobbying group representing Google, Amazon, and 
Facebook, among others, found that 85% of consumers say they should have more control over 

the personal info they share online. 

 Internet Association Survey On Data Privacy 

In the last decade, the US Government Accountability Office (GAO) conducted several studies related to information resellers, 
financial technology, internet privacy, and consumer data protection. These studies included analyses of relevant laws, 
regulations, and enforcement actions, with input from federal agencies, trade associations, consumer groups, privacy groups, 
and resellers. 

• A 2013 report detailed the lack of a comprehensive federal privacy law for governing the collection and sale of 
personal information among private-sector companies, and exposed gaps in the federal privacy framework.21

• A 2015 report found that the federal privacy framework had not kept pace with technology advances, such as 
tracking and facial recognition.22

• Follow-up reports in 2019 found that the ability of the FTC to police internet privacy by addressing unfair and 
deceptive trade practices was insufficient, due at least in part to the lack of authority to levy penalties for privacy and 
data security violations.23,24

These studies led to GAO recommendations for Congress to shore up the consumer privacy framework to keep pace with 
market developments and to implement broad internet privacy legislation.25 To date, Congress has done neither.

In 2019, a majority of state attorneys general echoed these concerns, urging the FTC to renew its focus on consumer privacy 
and antitrust enforcement against tech platforms that collect and leverage consumer data.26

4

https://aspe.hhs.gov/report/health-insurance-portability-and-accountability-act-1996
https://www.govinfo.gov/content/pkg/PLAW-106publ102/pdf/PLAW-106publ102.pdf
https://uscode.house.gov/view.xhtml?req=granuleid%3AUSC-prelim-title15-chapter2-subchapter1&edition=prelim
https://www.ftc.gov/system/files/documents/public_statements/section-5-ftc-act-principles-navigation/131018section5.pdf
https://www.gao.gov/products/gao-19-621t
https://www.gao.gov/assets/gao-13-663.pdf
https://www.gao.gov/assets/gao-15-621.pdf
https://www.gao.gov/assets/gao-19-52.pdf
https://www.gao.gov/assets/gao-19-196.pdf
https://mlexmarketinsight.com/news-hub/editors-picks/area-of-expertise/antitrust/majority-of-us-states-interested-in-probe-of-google-and-other-tech-giants


27 “AG Paxton Urges FTC to Consider the Role of Consumer Privacy and Data in Antitrust Enforcement.” Press release by the Texas Office of the Attorney 
General (June 11, 2019). 
28 “Addressing Challenges at the Intersection of Civil Rights and Technology.” Moy, Laura and Rejous, Gabrielle, published by the Day One Project (An 
initiative of the Federation of American Scientists). 
29 “Protecting Consumer Privacy in a Time of Crisis: Remarks of Acting Chairwoman Rebecca Kelly Slaughter.” Federal Trade Commission (February 10, 
2021).
30 “Complete Guide to Privacy Laws in the US.” Green, Andy, published by Varonis (April 2, 2021). 
31 “US State Comprehensive Privacy Law Comparison.” Rippy, Sarah, published by the IAPP (March 22, 2021).

“Information about how everyday people spend their lives and their money has become extremely valuable, especially when 
aggregated into large sets and analyzed and packaged for targeted marketing,” Texas Attorney General Ken Paxton said. 
“But technology platforms often lack the incentive to provide strong privacy protections for consumers.”27  

There are, of course, several laws that prohibit discrimination based on race and other personal characteristics, including 
the Civil Rights Act, Fair Housing Act, and Voting Rights Act. But existing laws do not address the intersection of privacy 
and civil rights. Earlier we saw that HUD charged Facebook for using race in selecting which ads to show customers.  
Consumer advocates caught this discriminatory targeting, not HUD or FTC. In fact, the FTC has never issued a complaint 
about algorithmic bias,28 though incoming Chair Rebecca Slaughter has asked her staff to “actively investigate biased and 
discriminatory algorithms.”29

How can Texas do its part to remedy the situation?  

We have three recommendations to remedy the lack of a strong privacy law that protects civil rights:

• Legislation — Pass a state privacy bill that defines consumer rights and corporate responsibilities, while addressing 
the intersection of privacy and civil rights

• Rulemaking — Involve the public, companies, and the state government in writing regulations based on this new 
privacy legislation 

• Enforcement — Provide rigorous enforcement of the new privacy law, including the power to stop illegal activities 
and impose substantial penalties

Each of these recommendations is described in more detail below.

Legislation

Pass a state privacy bill that clearly defines both rights for consumers and requirements for businesses. Other states 
have stepped up to introduce comprehensive privacy bills.30 The International Association of Privacy Professionals identified 
three basic consumer rights included in most state measures:31

• Right of access — consumers can see exactly what personal data a company is collecting about them and what 
data it is sharing with other companies

• Right to deletion — consumers can request that their data to be deleted in a timely manner, sometimes referred to as 
the “right to be forgotten”

• Right to opt out — consumers can stop the sale or disclosure of their personal data to third parties

Plus, two business requirements:

• Requirement to provide notice and transparency — companies must obtain consumer consent to gather data and be 
clear about how they will use that data

• Requirement not to restrict or deny consumers — companies must still provide service to consumers who exercise 
their privacy rights

Without downplaying differences between states and the need for additional provisions, this list shows that there is broad 
agreement on a number of basic points. The CCPA in California, as well as the bills in a dozen more states, include all five 
of these. 

Write civil rights protections directly into the privacy bill. We suggest including language that cements the connection 
between privacy and civil rights, stopping data driven discrimination, such as:
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32 SECOND SUBSTITUTE SENATE BILL 5062, State of Washington, 67th Legislature 2021 Regular Session (February 17, 2021). 
33 “CCPA Regulations.” The Office of the Attorney General of the State of California (August 14, 2020). 
34 “Using Artificial Intelligence and Algorithms” Smith, Andrew, Director of the Federal Trade Commission, published by the FTC (April 8, 2020). 
35 “INTERNET PRIVACY AND DATA SECURITY: Additional Federal Authority Could Enhance Consumer Protection and Provide Flexibility.” GAO-19-427T. 
Testimony Before the Permanent Subcommittee on Investigations, Committee on Homeland Security and Governmental Affairs, U.S. Senate, published by 
the U.S. Government Accountability Office (March 7, 2019). 
36 HB 4390 Texas Legislature - 86(R) for example.
37 “What is the California Privacy Protection Agency?” Torre, Lydia and Brown, Glenn, published by the IAPP (November 23, 2020).
38 SB 16 - Texas Legislature - 87(R)

• A company shall not process personal data on the basis of a consumer’s or a class of consumers’ actual or 
perceived race, color, ethnicity, religion, national origin, sex, gender, gender identity, sexual orientation, familial 
status, lawful source of income, or disability, in a manner that unlawfully discriminates against the consumer or class 
of consumers with respect to the offering or provision of: housing; employment; credit; education; or the goods, 
services, facilities, privileges, advantages, or accommodations of any place of public accommodation.32

A new Texas privacy law should directly address this intersection of privacy and civil rights, ensuring that online data will not 
be used in discriminatory ways.
  
Reconcile federal and state privacy laws. Assuming that both Congress and Texas pass privacy bills in the near future, 
how do we reconcile any differences between them? Consistent federal standards across the country would benefit industries 
and individuals, as long as the standards are strong. Ideally a federal law will serve as a baseline for the collection, processing, 
sharing, and security of personal information. We recommend that existing state laws such as those related to consumer 
protection laws, prohibiting unfair and deceptive practices, protecting civil rights, among others, remain in place. We will be on 
the watch for weak federal laws that preempt stronger state laws.

Rulemaking

Bring citizens, companies, and the state to the table to develop effective regulations. After Texas passes a strong privacy 
bill, clear regulations must be written to operationalize the law. California allowed a year for the AG’s office to write privacy 
regulations.33 There are complex, technical points to work through, such as “algorithmic accountability” — how to hold 
companies responsible for the decisions made by their algorithms. Regulators need to be able to assess information about 
variables or proxy variables that are included in models, how the equations are constructed and tested, and how a company 
should explain its algorithms to customers.34 Rulemaking will need input from the public, companies, and enforcement 
stakeholders. And it will be an on-going process to update rules as technology and markets evolve. 

Enforcement

Finally, after passing a strong privacy law and writing effective rules, demand vigorous enforcement. Once a law is 
adopted and rules are promulgated, the next step is robust enforcement, including stopping illegal practices and imposing 
meaningful penalties. GAO studies found that, even when laws are in place, they are hard to enforce without the authority to 
levy penalties.35 In Texas, enforcement of privacy and civil rights fall under the state Attorney General.36 Some states plan to 
establish a new enforcement entity. California’s Privacy Protection Agency, for instance, will have the power and jurisdiction 
to implement and enforce privacy laws.37 Whether executed by the attorney general or a new agency, enforcement is a key 
component of an effective privacy law.

Texas Can and Should Pass Meaningful Privacy Protections 

Texas has reached a crossroads. Texans know that we have little control over the collection, use, and sale of our personal 
data. Companies exploit weak laws and regulations, at times even using our own data against us. Partly because of these 
weaknesses, few lawsuits have been brought based on existing laws. Someday, a comprehensive federal privacy law will 
pass. Until then, privacy protections fall to the states, and, like most states, Texas has not yet met the challenge. 

During the current legislative session, however, bills have been introduced to address privacy issues. SB 16 prohibits the 
disclosure of personal data by the state of Texas, saying:

• A state agency may not disseminate to any person any personal data of an individual without the individual’s 
written consent.38

This bill would protect Texans from disclosures by state agencies. Although Texans are concerned about how the state uses 
our data, they are also concerned about how businesses use our data.  
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 39 HB 3741 - Texas Legislature - 87(R)

Another bill,39 HB 3741, directly addresses these concerns by increasing requirements on the private sector. The bill provides 
for several of the consumer rights and business duties we outlined earlier, such as: 

• Giving Texas residents the right to know, right to access, right to deletion, right to correct inaccurate information, and 
right to data portability. 

• A company must tell consumers what items of information are gathered, how it is processed, why it is being 
processed, and what other parties may receive their data, all before gathering data.

Although this bill is a step in the right direction, we recommend two additions: allow consumers the right to opt out of the  
sale of their data to third parties and require companies not to restrict or deny service to consumers who exercise their  
privacy rights.

In a unique turn, HB 3741 defines “categories” of personally identifiable information.  

• Category one — “civic and business” information such as social security number, driver’s license number, financial 
account number, and biometric information. 

• Category two — personal information such as constitutionally protected class data including race, religion, age, 
impairments, plus geolocation and genetic information.  

Companies may collect and process both types of data but may not sell or transfer category two data. The second category 
echoes our admonition to enshrine civil rights directly into the privacy bill. We recommend adding a strong statement that 
protected class variables not be used to discriminate against consumers.  
 
As the Texas Privacy Protection Advisory Council recommended last year, “Texans have the right to know how their personal 
information is being used and the Legislature should consider ways to strengthen that right.” It is time for the legislature to 
take a stand to protect our privacy rights and our civil rights. These two bills are good starting points.
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